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Abstract

The collaborative filtering (CF) is one of the most successful techniques to predict the Quality of Service (QoS) in Internet of Things (IoT) service recommendation systems. In which, location aware CF (LACF) has widely been paid attention as it takes geographical position into consideration. However, the openness of CF web service recommendation makes them vulnerable to the injection of attack profiles consisted by malicious QoS values (also identified as shilling attacks). If attackers construct the profiles with the information of location, the LACF may be affected more severely than CF. Therefore, to demonstrate the vulnerability of LACF to location aware shilling attacks, this paper first constructs three kinds of attack models including LAA, LAB, and LAR (location aware average, bandwagon, and random) attack models according to the different behaviors of attackers. Furthermore, the paper compares the impact of the classical shilling attacks and location aware shilling attacks on LACF. The experimental results on WSDREAM dataset show the LACF indeed suffers from shilling attacks and location aware shilling attacks. Besides, the results show an interesting phenomenon: in comparison with classical shilling attacks, the location aware shilling attacks do not always make more influence on the LACF.
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1. Introduction

The tremendous growth of Internet of Things (IoT) services makes it difficult for users to obtain suitable services. Quality-of-Service (QoS) is usually employed for describing nonfunctional characteristics of services (Zheng, 2011) including response time, price, throughput, availability, and popularity (Chen, 2015). It also plays a key role in the service recommendation and a lot of QoS-aware paradigms have been applied to the domain of service selection (Thio, 2005; Zheng, 2010). Collaborative filtering (CF) is one of the most successful and widely used recommendation technique, which is based on the core assumption that users who have expressed similar interests in the past will share common interests in the future (Shi, 2014; Shao, 2007; Chen, 2010; Yu, 2014). The traditional web service recommendation algorithm, CF is usually used to estimate QoS values of a target service for an active user, either based on QoS experiences of the other users similar to the active user or based on QoS records of the other services similar to the target service. However, some QoS properties (e.g., response time and invocation failure-rate) are highly related to the locations of the service users (Zheng, 2009). For example, customers in the same geographic location will have similar response time values when invoking a same service. Moreover, many researchers have taken the information of user location into consideration (Wanaka, 2016), not matter in recommendation systems or the other fields. Thus, researchers (Lo, 2012; Chen, 2014) proposed CF web service recommendation systems combine the QoS and the locations of users and services. Although these algorithms improve the accuracy of the recommendation results in a degree, they also face a serious challenge.

Open service-oriented environment provides opportunities for malicious users to make biased feedback ratings to impair the measurement results for commercial benefit. Malicious users are usually called shilling attackers (Zhang, 2010). They insert attack profiles which include biased QoS values for the target services and other selected services into recommendation systems to affect the accuracy of these systems. Qiu (2013) also revealed some user-contributed QoS values can be untrustworthy. For example, the service providers may give high QoS values of their own services and bad mouthing their competitors’ services. To solve the problem, Wang (2015) proposed a reputation measurement approach to detect and prevent the malicious feedback. Li et al. (2016) analyzed how the classical shilling attacks and Parote attacks affect the CF web service recommendation algorithms. But if the shilling attackers construct the attack profiles combine the information of users’ location, how impact will be caused on location aware web service recommendation systems? This question is short of discussion in recent years.

Therefore, in this paper, we explore the impact of location aware shilling attacks behavior on location aware CF (LACF) service recommendation. To this end, we construct three new location aware shilling attack (LASA) models: location aware random attack (LAR), location aware average attack (LAA), and location aware bandwagon attack (LAB) based.
on three classical shilling attack models (CSA) (Gunes, 2014): average attack (CAA), bandwagon attack (CAB), random attack (CAR), which have been used on the stability of recommendation algorithms in recent years. Moreover, we compare how the LACF is affected by CSA and LASA on the WSDREAM dataset.

The rest of the paper is organized as follows. Section 2 introduces background of the related work including CF, web service recommendation, and the LACF web service recommendation. Section 3 illustrates the construction of LASA models and provides a location aware shilling attack scenario to give a better understanding of LASA. Experimental study and discussion are elaborated in Section 4, and Section 5 concludes this paper and points out some possible future directions.

2. BACKGROUND

2.1 CF Recommendation Algorithms

At present, CF is one of the most popular methods in predicting QoS of web services. CF recommends personalized products or services for the users based on QoS values of service invocation or other factors. It predicts the QoS values of invoking service by collecting information from historical services invocation data. In the process of user-based CF, it first determines similar user set, for example, calculates similarity by Pearson correlation coefficient (PCC). For instance, for a given user-service response time matrix (R), the similarity of user a and user b can be calculated with (1) (Mobasher, 2005):

$$\text{sim}(a, b) = \frac{\sum \left( r_{ab} - \bar{r}_a \right) \left( r_{ab} - \bar{r}_b \right)}{\sqrt{\sum (r_{ab} - \bar{r}_a)^2} \sqrt{\sum (r_{ab} - \bar{r}_b)^2}}$$

where S denotes the service set that are invoked by both user a and user b, r_{ab} denotes the response time which were produced when a and b invoked service s respectively, and \bar{r}_s represents the average response time of a and b respectively.

Then it utilizes the response times of selected K nearest neighbors (KNN) to predict response time of service s according to the user similarities. The prediction value is calculated as follows (Cai, 2014),

$$\hat{r}_{us} = \frac{\sum_{i \in \text{KNN}(u)} r_{is}}{k}$$

where b denotes one of a’s neighbors, K is the set of selected most similar neighbors, sim(a, b) denotes the similarity between a and b, \bar{r}_s and \bar{r}_b represent the average response time of a and b respectively, and n_u denotes the response time of service s invoked by user b. It recommends top-N web services to the user according to the predictions of response time.

Except the user-based CF algorithm, item-based CF, hybrid CF, matrix factorization based CF algorithms are also usually used in web service recommender systems. But, we only select the user-based CF algorithm at the preliminary discussion of the effect of shilling attacks in service recommendation systems.

2.2 Service Recommendation

In recent years much research has been devoted to web service recommendation. During the recommendation process, different features have been employed for different purposes, e.g., invocation rate (Rong, 2015). As a type of non-functional properties, QoS is also widely used in web service recommendation. For example, the users might expect service candidates with lower cost and faster response time. At present, one of the popular methods in predicting QoS aware web services recommendation is using CF techniques and a lot of sophisticated approaches have been proposed in the literature. Shao et al. (2007) proposed a user-based CF algorithm to predict QoS values, while several other researchers (Chen, 2010; Yu, 2014; Chen, 2013) combined user-based and item-based CF algorithm to recommend services (Zheng, 2011; Wu, 2013). For example, Jiang et al. (2011) proposed a hybrid CF method by considering the personalization of both services items and users according to the fact that QoS values of popular services are stable to every user and the contribution of popular services to calculate the user similarities is small. Similarly, Zhang et al. (2011) proposed a CF-based service ranking mechanism based on historical invocation data. Although prior work has shown that CF algorithms are effective in predicting QoS values, QoS values from invitations are easily affected by network environment factors. QoS in different regions will have a big difference and then make the recommendation results a great deviation (Chen, 2014; Lo, 2012). In next subsection, we will introduce a location-aware CF web service recommendation approaches.

2.3 Location-aware Service Recommendation

To improve the recommend accuracy, Chen et al. (2014) took the locations of users into consideration when predicting QoS. They employed the location information and QoS values to cluster users and services, and then generated the recommendation list by combing the user-based and item-base CF algorithms for users based on the clustering results. Lo et al. (2012) also utilized the location information for the QoS prediction through an improved matrix factorization model with two novel location-based regularization terms. Other researchers (Tang, 2012; Liu, 2016) mined more information about users and services from IP address. They identified the Autonomous System (AS) and the country user belongs to according to his IP address and preferred find the similar neighbors in same AS and country.

Tang proposed an approach (2012) compute the users and services similarity combine the location information of users and services. They represented a user location as a triple (IP_ω,
$\text{ASN}_u$, $\text{CountryID}_u$), where $\text{IP}_u$ denotes IP address of the user hosts, $\text{ASN}_u$ denotes number of the Autonomous System (AS) that $\text{IP}_u$ belongs to, and $\text{CountryID}_u$ denotes the ID of the country that $\text{IP}_u$ belongs to. Generally speaking, intra-AS traffic is much better than inter-AS traffic regarding transmission performance, such as response time (Zhang, 2012). Therefore, the Internet AS-level topology has been widely used to measure the distance between Internet users. Note that users located in the same AS are not always geographically close, and vice versa. When they predicted the missing QoS, they chose neighbors for the active user $u$ in same AS to compute user similarity first. If $u$ has no neighbors in the AS that $u$ belongs to, the neighbors will be chosen in the same country with $u$. If there is no neighbors in AS and country that $u$ belongs to, neighbors will be chosen from all of users in the system. They could get a user similarity vector which is composed by the degree of similarity between the active user and all other users. Then they adapted the traditional Top-K algorithm to identify the Top-K similar neighbors for $u$. Finally, they predicted the missing QoS by equation (2) and get a recommendation list for $u$. Our paper mainly studies the location aware shilling attack based on this recommendation algorithm.

### 3. SHILLING ATTACKS IN LACF SERVICE RECOMMENDATION

In this section, we will present a scenario to illustrate how shilling attackers (malicious users) alter the recommendation results by injecting LASA profiles into a certain LACF and introduce how to construct the LASA profiles.

#### 3.1 Shilling Attack Example in the LACF Service Recommendation

In general, the purpose of shilling attack in service recommendation is to increase or decrease the recommended frequency of target services. Shilling attacks can be divided into push attacks and nuke attacks (Zhang, 2014). Push attacks increase target services’ ranking and make them much easier to be recommended. On the contrary, nuke attacks reduce the recommendation frequency of the target services. When a target service is chosen, multiple attack profiles can be produced to make the target service to be easier or more difficult to be recommended. Assuming that a recommendation system has five normal users Alice and $\{U_2, U_3, U_4, U_5\}$, three malicious users $\{A_1, A_2, A_3\}$, and five services $\{S_1, S_2, S_3, S_4, S_5\}$ (see Table I). Alice lives in New York (CountryID is 31) and the number AS is 17 that she belongs to. The three malicious users counterfeit their IP address to make their AS number and CountryID same as Alice. Each item in the table denotes the invocation response time for a web service $S_i$. In the example, Alice wants to invoke a weather forecasting service, and $S_3$ and $S_5$ are such services. The shilling attackers want to inject the attack profiles to increase the invocation frequency of $S_5$.

#### Table I. LASA in LACF Service Recommendation

<table>
<thead>
<tr>
<th></th>
<th>ASN_u</th>
<th>CountryID</th>
<th>$S_1$</th>
<th>$S_2$</th>
<th>$S_3$</th>
<th>$S_4$</th>
<th>$S_5$</th>
<th>Correlation with Alice</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alice</td>
<td>AS17</td>
<td>31</td>
<td>4</td>
<td>1.01</td>
<td>?</td>
<td>8</td>
<td>?</td>
<td>-</td>
</tr>
<tr>
<td>U_2</td>
<td>AS9</td>
<td>11</td>
<td>0.6</td>
<td>3.3</td>
<td>5</td>
<td>-</td>
<td>0.7362</td>
<td></td>
</tr>
<tr>
<td>U_3</td>
<td>AS8</td>
<td>13</td>
<td>2</td>
<td>6</td>
<td>0.2</td>
<td>5</td>
<td>6.02</td>
<td>-0.1525</td>
</tr>
<tr>
<td>U_4</td>
<td>AS200</td>
<td>22</td>
<td>8</td>
<td>6.03</td>
<td>3</td>
<td>5</td>
<td>0.0193</td>
<td></td>
</tr>
<tr>
<td>U_5</td>
<td>AS73</td>
<td>20</td>
<td>6</td>
<td>0.6</td>
<td>0.3</td>
<td>6.01</td>
<td>3</td>
<td>0.8167</td>
</tr>
<tr>
<td>A_1</td>
<td>AS17</td>
<td>31</td>
<td>3.87</td>
<td>2</td>
<td>8</td>
<td>0.1</td>
<td>0.9965</td>
<td></td>
</tr>
<tr>
<td>A_2</td>
<td>AS17</td>
<td>31</td>
<td>1</td>
<td>3</td>
<td>8.1</td>
<td>0.1</td>
<td>0.9745</td>
<td></td>
</tr>
<tr>
<td>A_3</td>
<td>AS17</td>
<td>31</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>7.9</td>
<td>0.1</td>
<td>0.9847</td>
</tr>
</tbody>
</table>

We can get the similarities of users by PCC as shown in Table I. Under normal circumstances, there is no user in the AS and country Alice belongs to. So we get the similarities of Alice with other normal users. And $U_5$ is the most similar user with Alice. Thus, the recommender system can predict the response time of $S_2$ and $S_3$ for Alice by the QoS values of services $U_5$ invoked. The results are 1.45 and 4.15 by CF technique. The recommender system will recommend $S_2$ to Alice because it has a shorter response time. After injecting attack profiles into this system, the AS and country of attackers are same to Alice. So attackers will be chosen for compute the user similarity. $A_1$ is the most similar to Alice. Then the system predicts the response time for Alice by $A_1$ instead of $U_5$. The results are 2.867 and 0.727 by CF technique. Finally $S_2$ will be recommended to Alice and the shilling attacker achieves its goal. The above example shows that injection of fake profiles can affect the LACF service recommendation algorithm indeed. Therefore, it is important to study how shilling attacks will influence the LACF service recommender systems.

#### 3.2 LASA models
Generally, attack models are approach to constructing attack profiles based on knowledge of recommender systems, e.g., its rating database or the response time in the systems. An attack against the kind of systems consists of a set of attack profiles. An attack profile, as shown in Figure 1 (Mobasher, 2005, 2007), consists of an m-dimensional vector of ratings, where m is the total number of items in the system. Where $S_s$ denotes the selected services, $S_F$ denotes randomly filled services, $S_p$ denotes services that are not invoked and do not have QoS values, and $S_t$ is the attack target set. Malicious users use these fictitious profiles to pretend the closed neighbors of normal users.

![Figure 1. The General Form of Attack Profiles in CF-Based Web Service Recommendation](image1)

Similarly, shilling attacks in LACF can be constructed by injecting biased QoS profiles with the users’ location information. LASA models can be constructed based on the three CSA models: average attack, random attack, and bandwagon attack. The form of LASA profile can be shown in Figure 2, where $ASN_u$ and $CountryID$ denote the AS and country of users who invoked the target services $S_t$, the rest of the profile are same as the Figure 1. We will introduce the three new attack models LAR, LAA, LAB in the following subsections.

![Figure 2. The General Form of Attack Profiles in Location-Aware CF-Based Web Service Recommendation](image2)

With the different selection and filler method for the sets of above mentioned $S_s$, $S_F$, $S_p$, different shilling attack models can be built. The values of $S_F$ are open to any probability distribution, but the normal distribution is usually used (Mobasher, 2007). Thus we choose the normal distribution for $S_F$ in classical models.

1) LAR: Filler services are selected randomly from the set of all services. The QoS of $S_F$ in random attack are randomly generated with normal distribution, where $\mu$ and $\sigma$ denote the average value and the standard deviation of QoS values of all the services, respectively. It is a low-knowledge attack as minimal knowledge is required to obtain the mean of all services.

2) LAA: The set of select services is empty. Filler services are obtained with normal distribution, where $\mu$ uses the individual mean for each service in $S_F$ rather than the global mean and $\sigma$ is the standard deviation of each service in $S_F$. In a web service recommendation system, we set $S_t$ as the minimum response time in push attack.

3) LAB: This attack model takes advantage of the Zipf’s law. The attacker using this model will build attack profiles containing the popular services. Such profiles will have a good probability of being similar to a large number of users, since the popular services have been invoked by many users. The selected services are the frequently invoked services. QoS of $S_s$ and $S_F$ will be designated as the minimum in web services recommendation. QoS of $S_F$ is obtained based on a normal distribution, where $\mu$ is the average value of $S_F$ and $\sigma$ is the standard deviation of $S_F$. The LAB is also a low-knowledge attack as the popular services can usually be easily obtained.

Though attackers can construct some more sophisticated models, for instance, by mixing the mentioned models to be a hybrid attack or mixing the attacks with noise profiles to get more complicated attack models, for the preliminary discussion of the basic shilling attack models in LACF and their influence, only the low cost attack models mentioned above are taken into consideration in this paper.

3.3 Attack Effect Evaluation Metrics
To evaluate the attack effect, prediction shift is usually used (O’Mahony et al, 2004). To evaluate how the LACF will be affected by CSA and LASA, we use average prediction shift (preshift). The calculation of preshift is shown as (3):

$$\text{preshift = } \frac{\sum_{u \in U} (\mu_u - \mu_s)}{|U|}$$

where $\mu_u$ and $\mu_s$ denotes the predicted response time of user $u$ to service $s$ before and after attacks, and $U$ denotes the users in the test set who have invoked the service $s$.

4. EXPERIMENTAL STUDY
The dataset used in the experiments is WSDREAM dataset, which is collected by Zheng et al. (2010). This dataset include QoS values that contain response time and throughput of 1,974,675 invocations executed by 339 users on 5,825 services. To simulate the real situation, we randomly removed a certain number of response time records to reduce data density to 20%. Then we randomly took 80% of the data as a training set and the rest as a test set. To illustrate the effect of attacks, without loss of generality, we applied push attacks and analyzed how the CSA and LASA attacks affect the predictions of the response times in LACF service recommendation.
4.1 Overall Attack Effects on LACF

To evaluate the overall attack effects on LACF service recommendation when they facing CSAs and LASAs, we random chose the 10 services as the attack targets. For each attack models, attack sizes are 3%, 6%, 9%, 12%, and 15%, the filler size is 10%, and the number of neighbor is 30.

The experimental results (See Figure 3 and Figure 4) show that:

1. All of the three CSA models and three LASA models can affect LACF service recommendation. The performance of the various attack models gets increased as the attack size increases.
2. Two average attack models: CAA and LAA are more powerful than other attack models. They cause 0.12 to 0.32 prediction shifts.
3. For the random attack models, the LAR causes slightly higher prediction shifts than the CAR.
4. But for the bandwagon attack models, the prediction shifts caused by LAB attacks, with the range (0.6, 1.3), are significantly higher than those caused by CAB attacks with the range (0, 1).

In the dataset, more than 90 percent of response times are in [0, 1] second, as can be seen in the Figure 5. Therefore, the prediction shift caused by these attacks are considerable.

4.2 Attack Effects on LACF for Selected Services

In a web service recommender system, the services that have better QoS values are more easily recommended to users, e.g., services with shorter response times. Therefore, the services which response times are shorter are valuable for the research on the attack effects. In Figure 5, we found the most of response times are less than 1s. Therefore, we conducted experiments for these services. The attack sizes and attack models and the number of neighbors are set same as in the 4.1 subsection. The response times of services less than 1s were selected as target services.

Table 2. The Prediction shift of Selected Services under LASAs and CSAs

<table>
<thead>
<tr>
<th>Attack size</th>
<th>LAA (%)</th>
<th>LAB (%)</th>
<th>LAR (%)</th>
<th>CAA (%)</th>
<th>CAB (%)</th>
<th>CAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.03</td>
<td>13.72</td>
<td>0.85</td>
<td>1.81</td>
<td>15.40</td>
<td>1.21</td>
<td>2.70</td>
</tr>
<tr>
<td>0.06</td>
<td>21.07</td>
<td>1.35</td>
<td>2.84</td>
<td>23.60</td>
<td>1.33</td>
<td>3.90</td>
</tr>
<tr>
<td>0.09</td>
<td>25.50</td>
<td>2.19</td>
<td>3.94</td>
<td>29.08</td>
<td>1.43</td>
<td>4.89</td>
</tr>
<tr>
<td>0.12</td>
<td>28.52</td>
<td>2.58</td>
<td>4.67</td>
<td>32.94</td>
<td>1.56</td>
<td>5.66</td>
</tr>
<tr>
<td>0.15</td>
<td>30.20</td>
<td>2.88</td>
<td>5.10</td>
<td>35.94</td>
<td>1.71</td>
<td>6.20</td>
</tr>
</tbody>
</table>

The experimental results are shown in Table 2. The number in the table is the ratio of prediction shift (\(\text{preshift} \times 100\%\)). The results show that:

1. For the selected services, LACF service predictions are influenced by all of the attack models. Similar to the results for all services, the performance of the attack models increases as the attack size increases.
2. The average attacks (CAA and LAA) achieve the best (same to the results of overall attack effects) with prediction shifts of 13~36 percent.
3. Different with the overall results, the random attacks (CAR and LAR) achieve the second with prediction shifts of 1~6 percent.
(4) The bandwagon attacks (CAB and LAB) achieve the worst with prediction shifts of about 1 ~ 3 percent. Only in bandwagon attacks, LASA outperform the CSA model.

4.3 Analysis

As shown as the experimental results, LACF suffered from all attack models of CSA and LASA, whether for all services or for selected services. In which, average attack models achieve the best.

LASA models construct the attack profiles combining the information of location by forging the IP address of the users. It was expected to improve the number of the nearest neighbors and increase the effect of attack profiles. However, the experiment results show an interesting phenomenon: in comparison with CSA, LASA models only make slight influence on the LACF in some cases; they achieve worse results than CSA models in most cases. Although the location of user has been taken into consideration in the attack profile, it is difficult to ensure every attacker become the closest neighbors with the active user. The phenomenon should be owed to this reason.

5. CONCLUSIONS

LACF service recommender systems have already been paid attention, but the characteristics of systems relying on the information of user location and QoS provided by users would make them vulnerable to QoS injection attacks. In this paper, we constructed three LASA models based on three CSA models. Through injecting attack profiles generated from these different attack models, we compared the effects of CSA and LASA on LACF. At the same time, we focus on the impact of attacks on predicting response time in different attack sizes. Experiments indicate that all the attack models achieve influence on the QoS prediction, the LASA model has considerable influence on response time prediction, and the location information can improve the attack effect only in some cases.
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